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Abstract

Independent, heterogeneous, distributed, sometimes transient and mobile data sources produce an enormous amount of information that should be semantically integrated and filtered, or, as we say, tailored, based on the user’s interests and context. Since both the user and the data sources can be mobile, and the communication might be unreliable, caching the information on the user device may become really useful. Therefore new challenges have to be faced such as: data filtering in a context-aware fashion, integration of not-known-in-advance data sources, automatic extraction of the semantics.

We propose a novel system named Context-ADDICT (Context-Aware Data Design, Integration, Customization and Tailoring) able to deal with the described scenario. The system we are designing aims at tailoring the available information to the needs of the current user in the current context, in order to offer a more manageable amount of information; such information is to be cached on the user’s device according to policies defined at design-time, to cope with data source transiency.

This paper focuses on the information representation and tailoring problem and on the definition of the global architecture of the system.

1. Introduction

Today we are living an epochal change, whereby the advent of the internet and the development of the communication technologies have completely changed the focus of the information retrieval, from the struggle for finding information and organizing it to that of filtering the enormous stream of available data.

Mobility is, at the same time, becoming crucial for people, emphasising old challenges while bringing to the surface new ones. As a consequence, the context the user is acting in becomes more and more relevant for information filtering, and new context-aware applications begin to appear.

Furthermore, information sources themselves are changing: with the advent of peer-to-peer networks, file sharing, blogging, podcasting, and technologies such as sensor networks and web services, the concept of data source is mutating, assuming a far larger meaning with respect to the centralized static data sources such as legacy databases. The development of the Semantic Web [2] has unveiled the need to move the level of web data management from a purely syntactic level to a more semantic one [10].

We are thus dealing with a scenario which sees independent, heterogeneous, distributed, sometimes transient and mobile data sources produce an enormous amount of information that should be semantically integrated and filtered, or, as we say, tailored, based on the user’s interests and context. Since both the user and the data sources can be mobile, and the communication might be unreliable, caching the information on the user device may become really useful. While the traditional problems typical of the data integration field are far from being solved, new challenges have also to be faced such as: data filtering in a context-aware fashion, integration of not-known-in-advance data sources, automatic semantics extraction.

A lot of these issues are common to several applications, so they should be exploited by an appropriate middleware to offer common services to the applications, and applications themselves have to be designed taking into account the above described scenario; thus, appropriate guidelines and methodologies need to be developed.

We propose a novel system named Context-ADDICT (Context-Aware Data Design, Integration, Customization and Tailoring) able to deal with the described scenario. Such an approach stems from our previous work on modeling the user’s interests and context [5], but it leverages the result of the ontology field to catch the semantics implicitly laying in the data sources. A design method-
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1 In the following we will treat separately data sources exposing explicitly or implicitly the data semantics.
ology is currently under development as well: it is an evolution of the relational Very Small DataBase Methodology presented in [6], and we refer to this new methodology as Ontology-based VSDB Methodology. The Ontology-based VSDB Methodology aims at assisting the application designer to capture user’s needs and the expected application contexts in a context and user interest model that we call Ambient Dimension Tree. This information, together with a Domain Ontology modelling the main aspects of the application domain is exploited to semantically integrate disparate data sources, offering the user a unique, semantically coherent, view over all available and interesting data. The system we are designing tailors the available information to the needs of the current user in the current context, to offer a more manageable amount of information to be cached. This goal is pursued, according to policies defined at design-time, by caching data on the user’s device to cope with data source transiency. This operation fulfills the need for data filtering described above and matches the resource constraints that a mobile user device may have; see [4] for a discussion of resource constraints on small portable devices. An early tailoring approach, applied to the schema level, guarantees the system to operate on the minimum possible amount of data: the context-and-user-aware set of relevant data.

The exploitation of ontologies offers the chance to access data at a more semantic level, enabling, together with standard database queries, the execution of articulated reasoning tasks typical of description logics and knowledge bases. Although, at the moment, shared and agreed ontologies are not very common, apart from specific fields such as medicine, we believe that, with the advent of the Semantic Web, their diffusion will increase, and that communities on the web will converge on commonly agreed and formal ontologies. Therefore, we find them useful means to provide a common, well formalized, XML-based format for the description and integration of data source schemata.

Potential applications and scenarios for such a system range from centralized data management in a traditional intranet to mobile P2P information sharing: while a semiautomatic, precise semantics management can be the core of the first scenario, a dynamic mobile behavior of the data integration system is a key issue in the second one, thus the proposed architecture must be adaptable and tunable.

This paper describes the first step of this research: in particular, we chose to focus on the information representation and tailoring problem and on the definition of the global architecture of the system. These two issues, in fact, are among the most challenging parts of the work and clearly the first ones to be considered: indeed a general architecture can give us the chance to develop the various modules concurrently and to early evaluate the feasibility of the overall system, while the information representation and tailoring subproblem is of key importance in such a data centric system and influences almost all the other components.

2. Related Work

Much research is being carried out in the above mentioned field, both in the direction of complete systems and in the development of methodologies and tools dealing with one or more of the issues we are considering. However, we believe that, no solution to the full problem has been proposed yet. Among the most representative approaches we find: InfoSleuth [24], an agent-based query processor, ONION [23], an ontology integration framework, OBSERVER [22], an interesting data integration system, MOMIS [1], which approaches the integration of heterogeneous data sources using a global ontology, INFOMIX [16], an integration system based on computational logic, SOCAM [14], an interesting context model, MAIS [18], a project focused on Multi Channel Adaptive Information Systems. All of these systems provide interesting approaches to partially solve the problem we are considering. The main differences between our approach and the mentioned ones are the following: most of the systems focus on the integration of ontologies containing the actual data as instances, on the other hand, the ontologies are exploited in Context-ADDICT only to integrate the schemas, thus the integration is only the first step of our work; our original contribution concerns what we call Data Tailoring. Most of the existing solutions do not take into account mobility, device resource constraints, and few of them consider the issue of context-awareness, while our goal is to offer a fully automatic integration and context-aware tailoring of not-known-in-advance Data Sources. Among the most interesting techniques and tools for semantic extraction and ontology merging we considered: Ontolift [29], ERONTO [28], RelationalOWL [26], GLUE [11], Chimera [20], ER2WO [30], QOM - Quick Ontology Mapping [13], FCA-Merge [27], PROMPT [25]. In our opinion no one of these approaches provides an easily extensible and integrable solution to the problems we are considering, since most of them require a lot of user interaction and are rather power hungry applications. In this sense we are trying to build a suite of tools integrated in the Context-ADDICT system providing a lightweight solution to issues such as semantic extraction and ontology mapping. Other interesting related works are the precise formalism of [8], which provides important theoretical foundation on information format translation, between ER and OWL [21] and SOCAM [14], a complete context model. A much more detailed analysis of the related work of the Context-ADDICT system is provided in [7].
3. Context driven information management

The aim of our project is the design of a framework supporting the development of context-aware and data centric applications from the design phase down to the system deployment, focusing on semantical integration and data filtering, with particular interest for distributed, potentially peer to peer, applications, where mobility and context awareness become key issues.

More precisely, the focus is on a data-centric notion of context, in the sense that its features are based on the data the mobile device must store in order to autonomously support a specific application in a given context. We also propose effective tailoring procedures to be used to dynamically integrate and filter the data offered by heterogeneous and independent data sources. We consider data filtering a necessary task both to fulfill the need of the user to obtain only the relevant information, and to match the user device constraints that in a mobile, storage and power-aware scenario may play a key role.

In order to attain our goal, the following functionalities are needed:

- a complete user and context model;
- Data Source discovery service;
- semantical (semi)automatic integration of Data Source schemata;
- Data Tailoring: semantical data filtering based on the user and context model;
- support for distributed query processing;
- support for data synchronization.

Through the proposed system, the user gains access to a context-aware global view of the available and interesting data, which can be semantically queried independently of the actual data format (Relational, XML, web pages, web services, data from sensor networks...).

3.1. Context Model

The Ambient Dimension Tree is an advanced user profile and context descriptor based on the concept of dimension, an extension of the context and user interest model presented in [6]. It is used to represent in an ontology-based format the description of the user needs, and to capture the context the user is acting in. In [5] and [6] it has been shown how the designer can exploit the concept of dimension to capture the different characteristics of a user profile and of the context of an application, but while the model in [6] was array-based, in this work a tree-based ontological model has been developed, both to enrich the designer’s chance to define contexts and to enable more automated ways of operating with this object.

The designer, guided by a dedicated methodology, which is currently under development, will define a set of dimensions used to describe the context and the user profile. A dimension captures an aspect of a context or of a user profile. In our experience, there are some dimensions that often occur in the applications: here we list the most common ones in our opinion, although it may happen that only a subset of them be needed, or that other dimensions come into play.

- Interest Topic: The various topics of interest for the possible users of an application.
- Holder: The various user categories involved.
- Situation: Different points of view for a same interest topic, for example “hospitalized” and “at-home” for a medical personal care application.
- Space: Based on the place where the user is currently located (it might be GPS coordinates or any other location information), its granularity may vary depending on the application. For example a museum’s “room” or an whole “city” or a “region”.
- Time: a temporal indication based on the current time, its granularity may vary. For example, one could choose the current “month” or the “last year”, but the reference point is always now.
- Ownership: a dimension describing the access rights to the actual data, is used to enforce privacy and security issues that may come into play.

As said before, not all dimensions are always necessary and more might be needed. It will be the designer’s task to establish, following the methodology guidelines, which dimensions are appropriate for the application he/she is designing.

For each dimension, the designer defines a set of admissible values called Dimension values, defined as follows: a dimension value is an instantiation of a certain dimension concept: an indication capturing a precise value of an aspect of a context, e.g., for the dimension holder, a Dimension value can be “student” or “employee”, while the dimension space may have as values space granularities such as “city” or “campus”.

By means of dimensions and dimension values, the Ambient Dimension Tree describes all the possible users and contexts, i.e., the dimensions define a multidimensional space, where each point in the space represents a potential user profile and context.

To capture a single point in the context-user multidimensional space we use the concept of Ambient Dimension Tree
Instantiation: a set of dimension values completely specifying all the dimensions of an Ambient Dimension Tree\(^2\). An Ambient Dimension Tree Instantiation (DTI) fully defines a precise user profile and context, we can say that precisely defines a point (or a subspace) in the context-user multidimensional space, for example “professor” - “free room” - “exam session” - “campus” - “this month” represents a professor interested in rooms which are free this month during the examination period (as a situation) in the campus he/she is located in.

We will show in Section 3.3 how each one of the multidimensional points will be related to a set of relevant concepts of the domain, thus a set of relevant data in the Data Sources. We will refer to this set of relevant data as a Chunk.

3.2. Domain Model

The domain model is the Domain Ontology, a general ontology formally describing the main concepts of the application domain and their relations. The use of an ontology as a domain model offers the chance to build a commonly agreed dictionary to understand the domain, useful to automatically integrate the data sources, and will enable the user to semantically query the data. This ontology may be already existing and should cover all the relevant concepts and relations of the application domain. This ontology is instanceless, since instances will be retained from the actual data sources after the integration and tailoring phases.

3.3. Context-Domain relationship

The Ambient Dimension Tree and the Domain Ontology become useful tools when properly used in combination.

By wiring them together, it is possible to capture which portion of the domain is actually relevant for each user-context pair: the relevant chunk of data. The chunks in [6] were manually defined by the designer as relational views over a global schema, while here, in order to deal with not known in advance Data Sources and to make the process more automatic, we designed a new way to define the chunks based on the Enhanced Domain Ontology. The Enhanced Domain Ontology is used to capture the domain, the context and their relationships together, as defined by the designer; it thus contains the definition of the chunks associated with every possible Ambient Dimension Tree instantiation. The Enhanced Domain Ontology is an ontology containing:

- the Ambient Dimension Tree: to model the context and user profile;
- the Domain Ontology: to describe the domain;
- the Context-Domain Integration: an ontology which captures the relationship between the domain model and the context model.
- the Tailoring Metadata: an ontology used to capture a set of policies to deal with design-time unknown concepts (the one introduced by the Data Sources and not included in the Domain Ontology).

While the Ambient Dimension Tree and the Domain Ontology have already been discussed, we now focus on the Context-Domain integration and the Tailoring Metadata.

The Context-Domain integration relates the elements of the Ambient Dimension Tree to those of the Domain Ontology, as shown in Figure 1. This is done by exploiting a particular role named \textit{is relevant}. Each dimension value is related, via the \textit{is relevant} role, to the set of Domain Ontology concepts relevant for it. Therefore, given an Ambient Dimension Tree instantiation, it is possible to define which portion of the Domain Ontology is relevant: the chunk corresponding to the Ambient Dimension Tree instantiation. A concept is included in the chunk if it is relevant for, at least one dimension value from each dimension. Because of the integration, the set of relevant data is extended to the concepts coming from the Data Source; this is done by following general policies and via the Tailoring Metadata.

The Tailoring Metadata will be used to define tailoring policies. These policies are used to deal with design-time unknown concepts, coming from the Data Source. Consider as an example, shown in Figure 1, the get shortest policy: all the concepts/relations that will appear after the integration on the shortest path between “course” and “professor” should be included in the chunk. General topological rules are used to express these tailoring policies, this is part of an ongoing analysis work.

\(^{2}\)At least one Dimension value for each dimension should be taken.
4. The **Context-ADDICT** System

In this section we present the overall architecture of the system. We devote some sections to present both a sketch of the design methodology we are defining, and a deeper insight of each one of the components. The proposed architecture is shown in Figure 2. It is possible to logically partition the overall system into some subsystems, each one devoted to a specific task:

- **The Schema Level subsystem** further decomposed into:
  - Design-time subsystem
  - Run-time subsystem
- **The Data Level subsystem.**

The **Design-Time Schema Level subsystem** is typically used by the designer to define the Domain Ontology, to design the system behavior and to set up all the necessary configurations. The **Run-Time Schema Level subsystem**, composed of several modules, performs schemata integration and filtering; the **Data Level subsystem**, once the schema has been integrated and tailored, is devoted to the actual data movement, to synchronizing and integrating the actual instances of data only for the pieces of information considered relevant, and to user query processing (both local and remote). In the following, to complete the global vision of the system, a detailed description of these subsystems is presented, whereas the last subsection presents, the kinds of Data Sources we have foreseen.

### 4.1 Schema Level subsystem: design-time

At design-time, the designer operates by means of the **General Purpose Ontology Editor**, to modify an existing Domain Ontology or to design it from scratch (see the upper-right corner of Figure 2). The Domain Ontology captures the main concepts of the application domain; we expect it to provide a well accepted general taxonomy enriched by the main relations among concepts, even if not all the concepts attributes and relations are detailed. It should be a skeleton used as a guide to integrate the detailed Data Source Ontologies. We can say that this ontology answers the question: "How is the world we are dealing with?". The Ambient Dimension Tree, on the contrary, captures a schematic representation of the user interest and context. The Ambient Dimension Tree is used to represent the knowledge of "What may the user want to do in this domain?". The Ambient Dimension Tree is created by the designer via the **Dimension Tree Editor**, a simple syntax oriented ontology editor enforcing the Ambient Dimension Tree proper structure. The tool guides (by following a precise methodology) the designer in the process of capturing...
context and user profile.

At design time the designer will use the Ambient Dimension Tree to describe the main features of the context and user interests, and later, via the Context Integrator module, he/she will capture the relationship between the Ambient Dimension Tree and the Domain Ontology. It is worth noting that, although both elements are represented via ontologies, this operation is not the standard mapping or merging of ontologies. The connections the designer draws via the Context Integrator module represent in general the relevance of Domain Ontology concepts for parts of the Ambient Dimension Tree, thus knowledge about "What part of the domain is relevant for a given user and context?". This process is heavily application dependent, and cannot be performed automatically in any sense; this means that the Context Integrator must be a highly interactive tool, meant to give the designer an important role, as shown in Figure 2. Setting the relationship between the context and the Domain Ontology means to be able to capture, for each user and context, what portion of the Domain Ontology is relevant, so that the actual data will be properly tailored later on to provide users with the set of data relevant to them in a given context, discarding unnecessary information.

By capturing the correspondences between the Ambient Dimension Tree context model and the Domain Ontology we can tailor the Domain Ontology operating choices only at the Ambient Dimension Tree level. The result of this operation performed at design time is the Enhanced Domain Ontology, which captures both domain and application needs.

4.2 Schema Level: run-time operations and modules

On the leftmost side of the system scenario we find the Data Sources which might be fully heterogeneous in terms of schemata, data format and access interfaces. They may range from Relational Databases to XML data sources, to Web Services, to sensor networks, but the key point is that it is always possible to transform their schemata into an ontological format and then operate on a uniform format, as shown in [8]. Some of these Data Sources will be cooperative, i.e., they will provide autonomously an ontological description of the available data, while others may offer a raw interface such as the DDL specification of the database schema. In the latter scenario we will automatically translate the schema into an ontological format (see details in [17]). This means that an automatic semantic extractor for each type of Data Source is necessary. Such a need is represented in Figure 2 by the semantic extractor boxes between the Data Sources and the corresponding Data Source Ontology. At run time the Data Source Discovery Service will be in charge to actually discover Data Sources and make them reachable. This module may heavily vary depending on the single scenario we are considering, from a centralized server to a set of fully distributed discovery procedures (see [9] for a detailed discussion), from a mere syntactic matcher to a semantical filter.

In general, data sources may appear and disappear during system working time; however, considering a snapshot of the system, at a given time a set of Data Source Ontologies and an Enhanced Domain Ontology are available; thus a standard ontology integration is needed. This operation is performed at run-time either on the user’s device or on a dedicated machine, depending on the deployment choices of the designer. The integration operation is rather general and a well known problem, though far from being solved. A lot of research effort has been devoted to make this process as automatic and precise as possible (see [12] for a survey). In this sense we plan to leverage the literature results to provide an efficient Integration Module with good, precision and recall, performance, and able to work on potentially low power devices.

At the end of the integration the Merged Schema, as we have called it, is produced. It contains all the Data Sources information coherently integrated in the Domain Ontology view of the world. Since the correspondences drawn between the Ambient Dimension Tree and the Domain Ontology are still available, the result is a global schema instrumented with the context and user interest model of the Ambient Dimension Tree. At this point the integration task is completed and the data tailoring part comes into play: i.e., the innovative aspect of the proposed approach. To reduce the amount of data to be managed on the user device and to allow the user to access only the local portion of the system, the Ambient Dimension Tree context model is to be instantiated with actual values describing the current user interest and context. As mentioned before, by exploiting the correspondences drawn by the designer assisted by the Context Integrator module, the system can select the relevant concepts of the Domain Ontology; since the Data Source Ontologies have been integrated in the Domain Ontology, it is now possible to select also those concepts from each Data Source Ontology that are relevant for the given user in the given context, thus understanding, which portion of data from each Data Source is relevant to the user. This operation is performed over the Merged Schema by the Tailor Module. The second step of this operation foresees a more precise filter of the data, based on user identification. For instance, a student (user) may be interested in the exam rooms for the courses he/she attends and not in rooms for all the courses. This is performed by the rightmost portion of the Tailor Module exploiting a set of user identifier indications provided in the Ambient Dimension Tree plus the actual values inserted by the user during initialization. The result is a Local Schema, containing only the portion of the
Merged Schema relevant to the user. During the described process, several metadata have been recorded, together with the data schema, in order to enable query processing and synchronization as described in the next section.

4.3 Data Level subsystem

The Data Level subsystem deals with the actual data transfer. Though it has not been deeply investigated yet, we plan to apply here the results of preexisting researches on distributed and heterogeneous query processing (see [15, 19] for surveys). Each Data Source Ontology, where needed, will contain a set of metadata containing a description of how each concept of the Data Source has been stored. For example, an annotation informing the system that the concept “teacher” of the Data Source 1 is stored in a table named “professor” of a database named “university” reachable at a given URL. This metadata has been tailored by following the same process; basically only the metadata about the concepts considered relevant have been included in the Local Schema. It is worth noting that the Local Schema may contain portions of data coming from several sources, so the system will split the query into two parts: reasoning and retrieval, the latter will be then divided into a set of one-data-source queries, translated from the ontological format to the local Data Source format. The metadata information, given a query over the Local Schema, supports its translation into a set of queries over the Data Sources in the appropriate languages.

The Data Sources will then process the queries; the returned result will be the base of the reasoning task. However, since in the most general case the data might be stored in transient Data Sources, and the network connection may be expensive or unreliable, part of the data will be stored on the user’s device, to be always available. So, together with an on-line query processing, the Data Level Subsystem is responsible of the data synchronization and local data management. Because of the tailoring phase, the last two operations are performed on a manageable amount of data which are actually relevant to the user. A Local Data management service such as the one presented in [3], as well as mechanisms for data synchronization are required together with a set of caching policies. Apart from the caching and storage policies, the process of synchronizing the data will be similar to query processing, with the addition of local data memorization. A final remark related to the Data Level Subsystem is that the mediator-wrapper subsystem may interact with appropriate middlewares to access some of the Data Sources. The next section introduces, in more details, the kind of Data Sources we have to deal with.

4.4 Data Sources

In the considered scenario there are a lot of heterogeneous data sources that become available during the system lifetime. These sources may vary from Relational Databases, to XML files, from Sensor Networks, to Web Services or web pages, from peers of a P2P network to any other kind of information sources, as shown in Figure 2. As a consequence, the integration process is complex, mainly because the Data Sources are not known in advance and they may be transient due to user or Data Source mobility. Therefore, from the system point of view, it is possible to classify the Data Sources into the following categories: cooperative and non-cooperative:

- **Cooperative:** this kind of Data Sources are fully compatible with the system, because they offer an ontological view of the data, and they may even share the same Domain Ontology. Although such sources may internally represent data in any format, they expose an ontological description of their schemata. This means that the administrator of the Data Source has decided to design and publish an ontology that describes data available in that Data Source: the Data Source Ontology. This kind of Data Source will also provide the wrapper for its data so that the overall system will issue queries directly over the Data Source Ontology.

- **Non-cooperative:** since it is not possible to assume that all Data Sources will be cooperative as described above, especially at the present time, Data Sources that simply expose the schema in their native format need be taken into account. For example a relational Data Source will provide the DDL data dictionary; in such a case a run-time automatic ontology extraction should be considered. The subsequent integration and tailoring tasks will be performed as in the cooperative case.

Independently of the type of Data Source, there will be an ontology describing the data and all the metadata needed for query processing. Some of the cooperative Data Sources might be integrated at design time; in such a case we refer to them as negotiated sources.

5. Conclusions

The Context-ADDICT system faces a very challenging scenario where distributed, heterogeneous, independent, maybe mobile and transient data sources come into play. The goal is to automatically integrate and tailor the available data, based on a context and user model named Ambient Dimension Tree, in order to provide users with the set of relevant data.
The ultimate goal of Context-ADDICT is to support specific applications with an appropriate integration and tailoring layer, offering the application designer the chance to focus on the business logic. A design methodology, currently under development, will guide the application designer to properly exploit the Context-ADDICT system.

Together with the general definition of the system architecture we have focused the attention on the representation of all the information the system should manipulate, a key point in such a data-centric system. We have devoted particular attention to the formalization of the context and domain models.
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